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Abstract

Purpose: The aim of the study is to examine how an
ontology-based web crawler with a near-duplicate
detection system improves the performance of a web
crawler.

Methodology: The experiment was carried out
using secondary data from a sample web site which
was used since crawling is an endless process. Using
these two approaches, the ontology web crawler
would search for relevant searches according to the
search query of the user while the near-duplicate
detection system would eliminate redundant data.

Findings: It was observed that ontology web
crawler performed better and faster than a normal
crawler. It takes less execution time to search the
web than other web crawlers. This is due to the fact
that web documents are being filtered by the
ontology web crawler such that only relevant web
documents are retrieved according to the search
query of the user. The relevant documents are
further filtered by a near-duplicate detection system
by removing web pages that are duplicates of each
other and also remove near-duplicate web
documents. This further reduces the number of web
pages retrieved by the web crawler. This model
saves on storage space because of the reduced
number of web pages retrieved as it takes care of
irrelevant and redundant web pages searched.

Unique Contribution to Theory, Practice and
Policy: The study recommends that the model can
be improved to be dynamic by adding new relations
that is the crawler should search for web pages
related to the search even if they don’t contain the
keywords searched. Domains and concepts should
be added when visiting new web pages.
Standardization of weights needs to be done because
as of now experts assign weights to terms according
to the area of expertise and knowledge.

Keywords: Ontology Based Web Crawler, Near-
Duplicate Detection System, Performance
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INTRODUCTION

A web crawler is a program that creates entries for a search engine after visiting web sites and
reading their web pages (Lawankar and Mangrulkar, 2016). All computers are connected by
virtual networks or mesh known as the internet. There are various communication systems
contained in the internet including academic, business, private and public networks. Various
communication media are used to connect these communication systems such as, fiber optic
cables, telephone lines, microwave and satellite. There is no single person or organization that
owns the internet therefore information contained in the internet is extremely difficult to
manage (Saini, 2016).

According to Pranav and Chauhan (2015), the objective of a crawler is to gather as many useful
pages as quickly and as efficiently as possible. A copy of all the visited pages is create by a
web crawler for later processing by the search engine that will index the downloaded pages to
provide fast searches.

According to Komal and Dixit (2016), the internet has become the largest unstructured
database for accessing information over the documents. Due to this, there are issues related to
the World Wide Web that makes crawling difficult. The world wide web has grown from a
thousand to a billion in recent years. It is also changing as time also changes. Due to its
explosion in size web crawlers are important for locating information (Komal and Dixit, 2016).
A large number of web pages are also constantly being added every day and information is
constantly changing. The nature of the information on the web also gets changed (Udapure et
al. 2014).

There is also the issue of mirrored and near-duplicate pages when a crawler searches for
information on the web. According to Singh and Imtiyaz (2017), the detection of duplicate
records is tested due to the rapid growth in data volumes and the need to integrate data from
various heterogeneous sources. There is an increase of duplicate web pages on the internet due
to lack of a standard mechanism to guarantee the non-existence of a webpage before hosting
them (Arun and Sumesh, 2015). Duplicate web pages and near-duplicate web pages they affect
the quality of the crawled content. They waste the user’s time, impact on the crawler’s storage
affect page ranking and create additional overhead on search engines (Subramanyam et al.
2016).
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Figure 1: Architecture of a Web Crawler
Source: Amudha (2017)
Problem Statement

Web crawlers have faced several limitations regarding retrieval of data from the World Wide
Web. One of the challenges of web crawlers is being unable to get relevant and quality
information according to the search query of the user from the web. This is due to the large
volume of the World Wide Web. Information is provided by millions of web content providers
and web pages are constantly being added and content of web pages keeps changing
(Suryawanshi and Patil, 2015).

Due to the large volume of the internet, users must either browse through a hierarchy of
concepts to find the information they need or submit a query to a search engine to wade through
thousands of results most of which are irrelevant (Suganiya and Haripriya, 2015).

There is an increase of duplicate web pages on the internet due to lack of a standard mechanism
to guarantee the non-existence of a webpage before hosting them (Anun and Sumesh, 2015).
Duplicate web pages and near-duplicate web pages affect the quality of the crawled content.
They waste the user’s time, impact on the crawler’s storage affect page ranking and create
additional overhead on search engines (Subramanyam et al. 2016).

The problem addressed by this thesis was the retrieval of irrelevant and redundant information
from the web when a user enters a search query.

Evolution of Web Crawlers

Web crawlers could initially just collect data, modern day crawlers are capable of monitoring
vulnerabilities and accessibility in web application. Web crawlers have been around since the
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web was just the size of 100,000 web pages (Singla, 2015). The first web crawlers were RBSE
spider developed by NASA in 1994, then came the WebCrawler developed by Brian Pinkerton
in 1994 and the third was Archive.org known as way back machine (Williams, 2015). Web
crawlers have evolved in the last decade from spiders to bots to multitasking and multipurpose
web crawlers. The last decade has introduced distributed crawlers in 2003, which could crawl
the world wide web pages in seconds, the Heritrix crawler developed in 2004 which was
specifically intended to support focused and broad crawls. Ajax crawler was developed in
2007 which crawled through rich internet application and used Breadth first algorithm to index
the web pages. Googlebot-mobile and Bingbot mobile were developed in 2014 due to
advancement in internet technology and ease of accessibility via mobile phones (Singla, 2015).

Conceptual Web Crawler

According to Sharma and Devi (2016), web crawling is a tedious process because of the large
volume of the web as the crawler crawls billions of web pages every day. The rate of change
of web pages is high and also web pages are being added, removed or changed every day.

The search crawl results are normally wasteful as most of the pages retrieved or downloaded
do not match the search query of interest (Suganiya and Haripriya, 2015). Web pages
downloaded may also be mirrored or near-duplicates reducing the quality of the search and
wasting the user’s time (Nirmalrani et al. 2015). Due to this there is a need to retrieve relevant
information according to the search query and at the same time be able to retrieve non-
redundant data.

The proposed web crawler was a combination of the ontology-based web crawler and a near-
duplicate detection system. The ontology-based web crawler would ensure that relevant web
pages are retrieved according to the search query of the user and a near-duplicate detection
system would ensure retrieval of non-redundant information from the web reducing overhead
on the search engine and saving the user’s time in sorting of documents. Out of the relevant
pages retrieved by the ontology crawler, the near-duplicate detection system would ensure that
there are no duplicates or near-duplicate in the crawled web pages.

<=3 = Html
-\;v_r‘h —"] Fetchers o parser
database I |
Pa— —
Ontology ‘W U
| ‘ content L
Relevance EX —
computation and if | Near-duplicate ;
| it s> limit » web page H Indexers
| detection system .

Figure 2: Conceptual web crawler
Source: Kumar and Kumar (2015)
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METHODOLOGY

This chapter outlines the research methodology and specific approach that was adopted from
(Kumar and Kumar, 2015) to investigate the appropriate software for checking web pages and
duplicate web pages.

Steps for this approach:

General web crawler

Ontology based web crawler

Near duplicate detection system

Figure 3: An Illustration of How the Ontology Based Web Crawler With a Near Duplicate
Detection System Was Conducted.

A general crawler is a crawler that crawls one page at a time until all the pages have been
indexed. An ontology crawler is guided by an ontology describing the domain of interest and
focuses on returning pages that are relevant to the topic ontology. A near duplicate detection
system is a system that searches for web pages that are similar to each other or duplicates of
each other and discards them.

Research Design

The researcher adopted a descriptive survey design. This was preferred since it had the aspect
of investigating possible relationships between one or two variables. Descriptive research
involves gathering data and later on tabulates, organizes, depicts and describes the data (Glass
& Hopkins, 1984). Visual aids such as graphs and charts are used to aid the reader in
understanding data distribution. Some tests were conducted for the purpose of testing the
proposed approach.

Parameters

The relevance score was computed with reference taken from Kumar and Kumar (2015). The
algorithm is, If SIMILAR_P <RANGE where “SIMILAR P” is a relevant web page; if it is
less than “RANGE” that is the limit set by the researcher, then web page is discarded and if
SIMILAR_P >RANGE, then the web page is downloaded. The cutoff point that was set by the
researcher was “3” which was used to check the relevance of the web document. Weight was
assigned to all key words and phrases by the researcher in the ontology. Terms which were
more specific were assigned more weight and terms which were more common and were in
more than one domain had less weight. For example, the word “internet” is a common term
and is assigned the weight “1” and “website” is a more specific term and assigned weight “15”.
The term is calculated according to the number of times it appears in a web document. The
number of occurrence of a term is termed as frequency. The frequency of a term is multiplied
by the weight assigned to it. The value obtained will be cross checked against the cutoff point.
If the value obtained is greater than the cutoff point, then the document is relevant and therefore
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indexed and if the value obtained is less than the cutoff point, then the document is irrelevant
and is therefore discarded.

The introduction of a near-duplicate web page detection system is with reference from Arun
and Sumesh (2015), in the ontology web crawler will ensure that indexed relevant web
documents are non-redundant. A threshold was set for the comparison of web documents which
was “80”. Web documents were compared against each other to ensure that they are not
duplicates or near-duplicates of each other. This was done by using a hybrid mechanism.
Filtering was done and it used the number of sentences on the web page. The difference in
number of sentences were to be less than or equal to the sentence threshold. The documents
were then calculated bit by bit and the simHash value obtained from the calculation was
compared with the set sentence threshold. If the calculated difference was less than or equal to
the sentence threshold then the web document was termed as a duplicate and was discarded
and if the calculated difference was greater than the threshold, then the document was termed
as a non-duplicate document and indexed.

Pseudo code for relevance:

The web page is checked for legitimacy that is, which markup language
The web page is added to line once markup language is characterized
The web page is parsed

Contents of the web page are compared to ontology

Threshold is set to determine the relevance of the document

If web page is less than the set threshold then it is discarded else

The web page is downloaded

Pseudo code for duplicate detection:

Terms are assigned weights

Frequency are assigned to terms

A TDW list is computed

Input web pages is compared with existing web pages

Bit by bit comparison is done to the input web pages

If the specified threshold is satisfied then web pages is marked as a near-duplicate

20


http://www.iprjb.org/

International Journal of Technology and Systems

ISSN 2518-881X (Online)
Vol.9, Issue 5, No.2, pp 15 - 28, 2024

JIURMEL AND BOOK PUBLIZING

Q)lPRJB

www.iprjb.org

Flow chart for proposed model
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Figure 4: Flow Chart for Proposed Model

The researcher presented a case of how the suggested web crawler computes the relevancy of
the web given in reference for the keyword “web design”. Web design was the root class in the
ontology. It has subclasses developer, design and web. The developer class is further divided
into subclasses Front-end, back-end and full stack. Design has subclasses layout, color and
graphics. Web has subclasses search engine, websites and browser. Search engine is further
divided to search, URLSs, index and crawler. Websites is divided into page and database.

=23

Index welb page

Page

Figure 5: Graphical Representation of the Ontology for Web Design
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Weight is assigned to different terms in the ontology based on how important it is in that
particular domain. Experts assign weight depending on their field of expertise.

LEWEL COMNTOLOGY TERMS 'WEIGHT
1 wWeb design 0.1
2 Web 0.2
2 Design o.2
2 Website 0.2
3 Color 0.4
3 Websites 0.4
4 Index 0.2
4 PFage o=

Figure 6: Weight Table
Here, relevance of a page is SIMILAR P=)38.7

15
1=
15
14

2
14

1
27

The LIMIT set by the researcher was “3” therefore the web page is SIMILAR_P>LIMIT
The crawler concludes that the web page is relevant and starts downloading it.

The user was able to search for a web page after it was indexed.

FREQUEMCY SCORE W*F

1.5
2.6

s oo
o, W

271.

The content of web pages are then checked bit by bit if they are similar or not. If they pass the
threshold set, that is 60% and above then the web pages are near-duplicates. If the similarity
check is less than 60%, then the web pages are not similar.

Experimental Setup

The experiment was conducted on a windows machine running AMD E1-1200 APU CPU 1.40
GHz processor with 2GB of RAM. Xampp software was installed and used to develop the
crawler. Simulation was done using 102 pages from a sample website. The URL for the sample

website is “http://localhost/web-test/”’

RESULTS
Experimental results

Web Crawler ©

Let's Start

Sitpy Socahost/webtest

Adtivate Ontelogy Attivate Duphcate Detaction

Figure 7: Interface for Web Page Indexing

The researcher started by entering a URL “http://localhost/web-test/” of the sample website to be

indexed. Relevance and duplicate detection is not being checked at this point.
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Inserting: hittp: flocalhostweb—tesk)’

Insaertng: hitp:/flocalhostweb-testypage 91.php
Inserting: http:flocalhost/vweb-test/page S2.php
Insartng: hitp:/flocalhostweb-testypage S9=.php
Inserting: hitp: flocalhostweb—test/page  S4.php
Insaertng: hitp:/flocalhostweb-testypage 95.php
Inserting: hitp: flocalhostweb—test/page S6.php
Insertng: hitp: flocalhostweb—test/page S7F.php
Insertng: hitp: flocalhostweb—test/page  S8.php
Inserting: http:/flocalhostfvweb-test/page S9.php
Insertng: hittp: flocalhostweb—test/page 100.php
Inserting: hittp:/flocalhost/web-testfpage 71.php
Insaertng: hitp:/flocalhostweb-testypage 7Z.php
Insarting: hitp:/flocalhostweb-testypage 7=.php
Insaertng: hitp:/flocalhostweb-testypage 73.php

Paerfomance Suunmimmsanry

Finished Crawlimng in 229.292225851288 seconds
Crawled 102 pages
Indexed 102 pages

Figure 8: Indexed Web Pages without Ontology or Duplicate Detection

All 102 web pages are being indexed because relevance and duplicate detection are not being
considered at this point.
Weilght now = 0.04
Cumulative now = 0.2
Weight now = 0.0016
Cumulative now = 0,24
Welght now = 2.56E-6
Cumulative now = 0.2416
Weight now = 6.5536E-12
Cumulative now = 0.24160256
Welght now = 4.294967296E-23
Cumulative now = 0.24160256000655
Weight now = 1.844674407371E-45

Cormadativa v = N IATEMEENNNERR

Perfomance Summary

Finished Crawling In 30.749384880066 seconds
Crawled 102 pages
Indexed 76 pages

Found 26 Irrelevant Pages

http://localhost/web-test/page 96.php
http://localhost/web-test/page 97.php
http://localhost/web-test/page 76.php
http://localhost/web-test/page 77.php
http://localhost/web-test/page 87.php
http://localhost/web-test/page 89.php

Figure 9: Relevance Computation

When ontology is used, the crawler indexes 76 pages which are relevant pages as the crawler
has found 26 irrelevant web pages. A relevant web page is a web page where the content
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matches the ontology. Here the domain of the ontology is “web design”. Therefore 26web
pages did not match the ontology that is, the content was not about web design.

20 Foods That Can Save Your Heart

Health

Fresh Herbs When you add thess lo foods Instead of salt and fal, you're making & haart-healthy choece They add fiavor without the bad stull. Spices and other
foods ars debicous ways to eat heart-smart

Black Beans Mild, tender black beans are packad with heart-hiealthy nutnents Folate, anhoxxiants, and magnesium can halp lower blood prassure. Then fiber
hedps control both cholestarct and bivod sugar leves. Add beans 1o boost soups and saiads. Red Wine and Resveratrol if you drink alcohol. a Ittle red wine may
be & hear-healthy chokce  Resyeratrol and catechins, two anboxidants i red wine, may peotect artary walls. Alcohol can also boost HDL. the good cholesterol
Tip. Teo much alcohol hurts the heart. Doa't have more than ons dnink a day for women or two drinks for men it's bast 1o 1alk ko your doctor first Alcohol may
cause probiems for peopie takeng aspenin and other medications

Samon Supar Food A top ood for heart haalih, II's nch in omega-35 Omega-3s a0 healthy fals (hal may lessen the ask of hear! mythem disorders and ower
blood pressure. They may also lower tnglycendes and curh mffammation. The Amencan Heart Association recommeands two servings of salimon or othar olly fish
aweek. Cooking Ty Bake salmon n jod with herbs and vegges. Toss extra cooked sakmon in fish tacos and salads

Figure 10: Sample of Web Page 76

The content of this web page is about food that can save your heart. This content does not
match the ontology that is “web design” therefore it is identified as an irrelevant web page.

132 Things You’re Doing Wrong With Your Website Design

TECHNOLOGY AND APPS

Websile design can be dfficut to master When it comes (o craating a design that boosts conversions and genarales ravenue, many busingsses contnue o
struggle. Your wabsile neads {o be appealing, but # also needs to make money It's sbil a common mistakes for busmeasses 10 focus on a desgn that kooks good
rathes than one thatl meadmizes thee conversion rales. These mistakes are subbie, but thay do & lof of damage. Theoy make It dificult Tor customers to buy
miroduce obyactions and problems unnecessarily, and overwhelm wisdors They push pecple away If you'd like to mcrease the amount of traffic, leads, and sale
your website gets, youll want 1o avold making the same mislakes as your compelitors. Fiang these mistakes takes work, but I's nol rocket science. With
corsistent effort. you can dramatically mcrease the amount of traffic, leads, and sales your website produces It starts with identifying each of the mistakes that
hurt your website. Let's takes a look at thosa mistakes

Design mestakes 1 No responsive dasgn Responsive design has been listed as the most snpaortant feature for a websde That's a pratty big dlaim to make, but
makes sense when you realize that responsive design makes your website accassible to everyona regardiess of their device. Visdors viewing your website on
doskiops. smartphones, (Pads, and PS4s have an expanence that's oplimized Tor thos devica, which, as It turng out, 15 what Google rocommands. googio
responsive 2. No favicon Many wabsite visttors preder to use lots of tabs while they're browsing Some (sers leave tabs open so they can review them latar
Favicons give visitors the visual cue they need to onent thamssives, find what thay e looking for, and return 1o your tab while they e trowsing 3 Genenc 404
pages 404 pages are sient trafhc loliers. An mformal survey of 3 475 users showed hat the vast magonty of users dont even try to take a positive action o
rasolve the problem. Most users simply hit the back bution, lsaving your sa~*~+-good. 404 action

Figure 11: Sample Web Page 75

The contents of this web page are about “what you are doing wrong with your website”.
Therefore this web page is identified as a relevant web page as it matches the ontology “web
design”

Comparing http:/ /localhost/web-test/page_3.php to http://localhost/web-test/page_21.php ...
ohSimilarity: 0.033546262790251
Comparing http:/ /localhost/web-test/page_3.php to http://localhost/web-test/page_2.php ...

%Similarity: 80.073740291681
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Figure 12: Similarity Comparison

Web page 3 is compared to web page 21 and the similarity is 0.03%. This means that the content of the web pages
is not similar. Web page 3 is also compared to web page 2 and the similarity is 80%. This means that web page 3
and web page 2 are duplicates or near-duplicates of each other. Similarity is defined as a part of text that has been
modified or altered.
Gethng started with the Web s a concise senes introdoong you 1o the practicestas of wab davelopment. Youll sat up the fools you nesd to construct 8 simpsa
webpage and putiish your own Simplé cods

The story of your first website

I's & lot of work to create 8 professional websie, so, If you're new 10 webd deveiopment, we encourage you 1o start small You won't busld another Facebook rnight
away, but it's not hard to get your own simple websse onine, so we'l start there

Hy working firough the articles listed balow in order, you will go from nothing o getting your frst webpage aonline. Lets gol

installing basic software

When & comas 1o 1ools for bulding a website there's a lot 10 pack from If you're just starting out, you mht be confusad by the arnay of code edtors, ramewniks
and testing ools out these In Instaling basic software, wo Show you Step-Dy-step how 10 mstall jist the software you need 10 begin Soma basic wob

deveioprment

What will your website look like?

Belore you star writing the coda for your websila, you should plan i frst What infanmabion &ré you showcasing? What fonts and colars are you using? What wil
your wetisite lock ba? We outline a sampie mathod you can folow 10 plan out your sde's content and dasign

Dealing with files

A wabstie consists of many files text content, code, stylasheels media content, and so on. When youTe bulkiing a website, you need 1o assemble thase lles

nlo & sensble stroctee and make sure they can lak 10 one anoer Dealing with Bes axplaing how 10 Set up a sensibie Mo struciune for your websile and whast

s5u6s you shouk! be aware of

Figure 13: Sample of Web Page 2

Getling stated with the Web 5 a concise seqaes infroducing you 1o the practicaites of web developmen! You'l set up the 1ools you need 1o consinect 8 sanphe
webpags and publsh your own semple code

The story of your first website

I's & ot of work to creale a professional websie, so, d you'te naw 1o web development we encowags you to stan small. You won't build anothes Facabook nght
away, but iI's not hard to gel your own simple wabsae online, so we'll start thers

By working through the sidies ksted betow in order, you will 9o from nothing to getting your first webpage onlne. Let's gol

Installing basic software

Whan It comes 10 tooks for buildng & websita, thore's a ot 1o pick rom I you're just starting oul, you rmeght be confusad by the array of code adors, rsmeworks,
and testing tools out there. In Installing basik software, we show you step.by.step how to install st the software you need to begn some basic wed
development

What will your website look like?
Bedore your start wriling the code for your website, you should plan it first. What information are you showcasing? What Tonts and colors afe you using? What will
your websile look Ike? Here wi: give you a simplfed method 1o plan your webste's design

Dealing with files

A wolsito Cconsists of marny Mos. e contond, code, stylesheets, moda conto, and 50 on. Whan you'te buikiing o website, you noed 10 assomble theso foes
nip & sensible structura and make sure Mey can 1alk o one anofher. Dealing with flas explams how o set up a sensibée ke structure for your waebsita and what
tssues you should be awara of

Figure 14: Sample of Web Page 3

The text “Here we give you a simplified method to plan your website design” is the part of text
that is modified from “we outline a simple method that you can follow to plan out your sites
content and design” making these two web pages duplicates of each other

Experimental Results for Performance Measure
Table 1: A Table Showing Experimental Results

No. of web pages | Time elapsed
retrieved
Normal crawler 102 web pages 0.079 seconds
Crawler with ontology 76 web pages 0.031 seconds
Crawler with near-duplicate detection 42 web pages 0.009 seconds
Crawler with ontology and near-duplicate | 38 web pages 0.005 seconds
detection
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The number of web pages and the time elapsed keep reducing when the crawler uses ontology
as with near-duplicate detection and with both.

An Ontology Web Crawler with a Near-Duplicate Detection System

The proposed framework was adopted from two frameworks; ontology based web crawler and
Near-Duplicate Web Page Detection by Enhanced TDW and simHash Technique.

The feature borrowed from the ontology web crawler was the use of ontology. In our case the
domain of the ontology was “web design”. The featured borrowed from the near-duplicate
detection system was the use of TDW and the simHash technique.

Data Description

The sample size was 102 web pages that were in a test website. The web pages included a
combination of relevant, irrelevant and duplicate web pages. The focused domain was on “web
design”. The criteria used to test performance were time and number of web pages retrieved.

Difference between Proposed Framework and Others

Similar approaches have been used to improve the performance of a web crawler and they have
one of two things in common. One is the retrieval of relevant web pages and the other is they
remove duplicate and near-duplicate web pages. The approaches that retrieved relevant web
pages, did not take into account that the retrieved relevant documents could be duplicated or
near-duplicated of each other. The approaches that removes redundant data did not retrieve
relevant searches. The proposed approach has combined the use of ontology with a near-
duplicate detection system that retrieved relevant information according to the search query of
the user and also removes redundant information from the search.

Discussion

After evaluating the performance of our proposed approach, it was observed it performed better
and faster than a normal crawler. When it imitated the behavior of a normal crawler, it indexed
and crawled all 102 web pages including irrelevant and duplicate web pages. Irrelevant web
pages included pages about food and travelling around the world. The time elapsed when
crawling with a normal crawler was 0.079 seconds. When ontology was used, 76 web pages
were retrieved and the time elapsed was 0.031 seconds. When near duplicate detection was
used, 42 web pages were retrieved and the time elapsed was 0.009 seconds. When both
ontology and near-duplicate detection were used, 38 web pages were retrieved and the time
elapsed was 0.005 seconds. The number of web pages and time elapsed reduced when ontology
was used. The same effect was seen when duplicate detection was used. The number of web
pages reduced even further when both ontology and duplicate detection were used.

SUMMARY, CONCLUSION AND AREAS OF FURTHER RESEARCH
Summary

An ontology web crawler with a near-duplicate detection system will take web search to a
whole new level. The proposed approach takes less execution time to search the web than other
web crawlers. This is due to the fact that web documents are being filtered by the ontology web
crawler such that only relevant web documents are retrieved according to the search query of
the user. The relevant documents are further filtered by a near-duplicate detection system by
removing web pages that are duplicates of each other and also remove near-duplicate web
documents. This further reduces the number of web pages retrieved by the web crawler. This
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process takes less execution time to search the web because it focuses on crawling web pages
that are relevant to a given topic ontology and non-duplicate data. The proposed model will
save on storage space because of the reduced number of web pages retrieved as it takes care of
irrelevant and redundant web pages searched. The proposed model will also improve page
ranking because the search results will match the search query of the user because all the
irrelevant and redundant web pages will have been discarded and removed from the search
results. The time spent by the user searching for relevant information was reduced greatly
because there were fewer documents to choose from.

Conclusion

Due to every growing World Wide Web, web pages are constantly updated, deleted or changed.
This poses a challenge on web crawlers as they are only able to download a fraction of the web
pages on the World Wide Web. This means that even when web crawlers download pages they
may be irrelevant and do not match the search query. The crawled results also include mirrored
or near-duplicate web pages. The proposed web crawler will crawl relevant web pages that
match the search query at the same time get rid of redundant data. This approach will reduce
computational time, manage storage space, improve page ranking and reduce user’s time in
searching for relevant information.

Areas of Further Research

Despite the fact that the proposed model is efficient, it would need improvement in some areas.
The ontology remains static; it can be improved to be dynamic by adding new relations that is
the crawler should search for web pages related to the search even if they don’t contain the
keywords searched. Domains and concepts should be added when visiting new web pages.
Standardization of weights needs to be done because as of now experts assign weights to terms
according to the area of expertise and knowledge.
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