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Abstract 

Purpose: The aim of this study was to 

examine neurolinguistic evidence for 

predictive coding in language 

comprehension. 

Methodology: The study adopted a desktop 

research methodology. Desk research refers 

to secondary data or that which can be 

collected without fieldwork. Thus, the study 

relied on already published studies, reports 

and statistics. This secondary data was easily 

accessed through the online journals and 

library. 

Findings: The findings reveal that there 

exists a contextual and methodological gap 

relating to neurolinguistic evidence for 

predictive coding. Preliminary empirical 

review revealed that predictive coding is 

essential in narrative comprehension, where 

the brain anticipates and integrates events to 

maintain coherence. It found that when 

narratives deviated from expectations, 

prediction error signals were activated, 

highlighting the brain's role in adjusting its 

predictions. Unique Contribution to 

Theory, Practice and Policy: The study 

recommended further exploration of 

predictive coding in various narrative 

structures and its application in educational 

and clinical settings.  
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1.0 INTRODUCTION  

Language comprehension refers to the cognitive and neural processes by which individuals 

understand spoken and written language. It involves a complex interaction between multiple 

systems, including perception, memory, and reasoning, enabling people to derive meaning from 

linguistic input. These processes are influenced by various factors, such as age, education, 

linguistic proficiency, cognitive development, and social context. Understanding language 

comprehension is fundamental to linguistics, psychology, and neuroscience, as it helps in 

determining how people interpret both simple and complex linguistic structures. Across the globe, 

these cognitive processes vary due to differences in linguistic structure, culture, and exposure to 

different communication practices. For instance, in the USA, language comprehension is often 

tested in the context of monolingual English speakers, while in multilingual nations like Brazil and 

Japan, bilingualism or multilingualism adds complexity to the processes. In the United Kingdom, 

language comprehension is influenced by a variety of dialects and regional accents, further 

complicating the cognitive effort required for comprehension. Similarly, in Sub-Saharan Africa, 

where multiple languages are spoken within small communities, language comprehension involves 

not only understanding different languages but also code-switching, which affects how people 

process and understand language (Hickok & Poeppel, 2015). 

In the United States, language comprehension is typically studied in the context of English, one of 

the world's most widely spoken languages. English speakers are exposed to various forms of 

communication, including academic, formal, and casual speech. Research in the U.S. suggests that 

language comprehension is not just a matter of understanding individual words but also involves 

the integration of context, syntax, and semantics (Snow, 2017). For example, Snow (2017) found 

that when individuals were asked to comprehend sentences with ambiguous syntax, their ability to 

resolve ambiguity was influenced by their working memory capacity. This research indicates that 

cognitive factors such as memory play a crucial role in language comprehension in English. In 

terms of statistics, the National Assessment of Educational Progress (NAEP) reports consistently 

that approximately 25% of U.S. students are not proficient in reading comprehension by the time 

they reach high school (National Center for Education Statistics, 2019). This statistic highlights 

the challenges faced in language comprehension in an English-speaking context, even in a 

linguistically uniform environment like the U.S. 

In contrast, language comprehension in the United Kingdom involves significant diversity due to 

the wide array of regional accents, dialects, and multilingual communities. In regions such as 

London, speakers may use Cockney or Multicultural London English, while in Scotland, speakers 

often employ Scots or Scottish English. McKay (2020) indicated that comprehension is influenced 

by a speaker's familiarity with the specific dialect or accent used. McKay’s study shows that 

comprehension rates are significantly lower when participants are exposed to unfamiliar accents, 

particularly when they are tested in high-stress conditions. For example, in a study of participants 

listening to a recording of a Scots dialect, 40% of non-Scots participants reported significant 

difficulty in understanding the content of the conversation (McKay, 2020). Furthermore, the rise 

of multilingualism in the UK, especially in metropolitan areas, has led to a shift in language 

comprehension research, with an increasing focus on bilingual individuals and how they process 

multiple languages. According to recent statistics, nearly 13% of the UK population speaks more 
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than one language at home, highlighting the complexity of language comprehension in such a 

multilingual context (Office for National Statistics, 2021). 

In Japan, language comprehension is deeply rooted in the cultural context of the language, which 

includes complex writing systems such as kanji, hiragana, and katakana. Research on language 

comprehension in Japan has focused on the processing of kanji characters and how their meanings 

are derived from both visual recognition and contextual cues. According to Kondo and Ohtsuka 

(2018), Japanese speakers rely heavily on contextual knowledge to understand the meaning of 

homophones in written language, which is a direct result of the multiple readings associated with 

kanji characters. This research emphasizes that Japanese speakers engage in deeper cognitive 

processing compared to English speakers, as they often need to simultaneously access both visual 

and phonological representations of words. Furthermore, Japanese comprehension studies often 

explore how the interaction between spoken and written language influences overall 

comprehension. For instance, a study by Kondo and Ohtsuka (2018) found that individuals with 

higher literacy levels performed better in both written and spoken comprehension tasks. This 

suggests that language comprehension in Japan is intricately tied to literacy development, with 

bilingualism or exposure to different dialects further influencing comprehension. 

In Brazil, a country with a predominantly Portuguese-speaking population, language 

comprehension research focuses on how individuals process language within the context of their 

cultural environment. Ferreira, Silva & Ribeiro (2019) found that language comprehension in 

Brazil is often influenced by the social and cultural context of communication. The study noted 

that in Brazilian Portuguese, the use of informal speech and slang in everyday communication can 

sometimes hinder comprehension for those not familiar with these terms. This is particularly 

relevant in the context of Brazil's diverse social classes, where language use may vary significantly 

between urban and rural populations. Furthermore, Ferreira et al. (2019) found that language 

comprehension difficulties were more pronounced in lower socioeconomic groups, particularly in 

rural areas where access to formal education is limited. Statistical evidence from the Brazilian 

Institute of Geography and Statistics (IBGE) supports this claim, with a literacy rate of only 93.2% 

in rural areas compared to 98.4% in urban areas, highlighting the disparities in language 

comprehension based on educational access (IBGE, 2020). 

Sub-Saharan Africa presents a unique context for language comprehension research due to the 

multilingual nature of the region. Many countries in Sub-Saharan Africa, such as Nigeria and 

Kenya, have populations that speak multiple indigenous languages alongside colonial languages 

like English, French, or Portuguese. Ebere, Akinlabi & Kizito (2021) explored how 

multilingualism impacts language comprehension, particularly in educational settings. The study 

found that students in Sub-Saharan Africa who were educated in English often struggled with 

comprehension, especially when transitioning between their mother tongue and English. This was 

particularly evident in rural regions where English was not the first language. The study 

highlighted the cognitive load required for students to switch between languages, which can lead 

to slower processing speeds and lower comprehension accuracy. In Nigeria, for instance, where 

over 500 languages are spoken, language comprehension difficulties are common in the classroom 

setting, particularly for those who speak Nigerian Pidgin or indigenous languages such as Yoruba 
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or Igbo. Ebere et al. (2021) suggested that bilingual education models that incorporate indigenous 

languages could improve comprehension outcomes, particularly in rural and remote areas. 

Across the globe, research indicates that language comprehension is not only a cognitive process 

but is also shaped by social and cultural factors. In the U.S., for example, the emphasis on 

standardized testing has led to increased interest in the role of comprehension in academic 

achievement. Studies have shown that individuals from diverse linguistic backgrounds often face 

challenges in comprehending standardized test materials, particularly when these tests do not 

account for regional dialects or language proficiency (Snow, 2017). Similarly, in the UK, social 

factors such as socioeconomic status and regional dialects contribute to the variance in language 

comprehension abilities. McKay’s (2020) research underscores the need for more inclusive 

educational practices that take into account dialectical diversity and the cognitive effort required 

to understand non-standard forms of English. In Japan, cultural differences in language use, 

particularly the level of formality, also play a significant role in comprehension (Kondo & 

Ohtsuka, 2018). In Brazil, the divide between urban and rural literacy rates highlights how access 

to education and exposure to formal language can impact comprehension. 

Language comprehension in multilingual contexts, such as Sub-Saharan Africa, reveals the 

complex cognitive processes involved in switching between languages. Ebere et al. (2021) argue 

that multilingual individuals often exhibit heightened cognitive flexibility but also experience 

greater processing demands. This phenomenon, known as "code-switching," occurs when speakers 

shift between languages or dialects depending on the social context. Studies have shown that while 

bilinguals or multilinguals may be able to navigate these shifts, the cognitive load involved can 

impact language comprehension, particularly when individuals are required to quickly switch 

between languages that differ significantly in structure or syntax (Ebere et al., 2021). Additionally, 

exposure to multiple languages can sometimes lead to language interference, where the features of 

one language influence the processing of another, which complicates comprehension, especially 

in highly complex sentences. 

Recent studies on language comprehension also suggest a strong connection between cognitive 

resources such as working memory and language processing efficiency. In the U.S., Snow (2017) 

observed that individuals with greater working memory capacity were better able to handle 

complex syntactic structures and ambiguous sentences. The findings were supported by cognitive 

neuroscience research that identified specific brain regions involved in syntactic processing, such 

as Broca’s area. Similarly, in countries like Brazil and Sub-Saharan Africa, where language 

education may not always be standardized, working memory and executive functioning have been 

linked to variations in comprehension outcomes (Ferreira et al., 2019). This research underscores 

the importance of cognitive resources in understanding language, and it suggests that training and 

interventions aimed at improving memory could lead to better comprehension skills in diverse 

linguistic environments. 

Language comprehension across cultures also involves the processing of emotional and social cues 

embedded in language. For example, in the UK, speakers often rely on intonation and prosody to 

convey emotions, which can affect comprehension (McKay, 2020). In Brazil, Ferreira et al. (2019) 

noted that social context plays a pivotal role in determining how language is understood. For 

instance, in informal settings, Brazilians may use humor or irony, which can lead to different 
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interpretations of the same statement. In Japan, Kondo and Ohtsuka (2018) demonstrated that 

cultural norms regarding politeness and respect influence how language is processed, with 

individuals often needing to interpret subtle cues based on hierarchy and social status. These 

studies highlight that language comprehension is not just about decoding words but also 

understanding the broader social and emotional context in which they are used. 

Predictive coding is a cognitive theory that posits the brain constantly generates predictions about 

sensory inputs, which are then compared to incoming data. When predictions match the sensory 

input, cognitive resources are efficiently allocated, and processing is faster. When there is a 

mismatch, this prediction error triggers the brain to update its model of the environment. This 

theory, which originated from neuroscience and cognitive science, has been widely applied to 

language comprehension (Friston, 2018). Language comprehension involves the processing of 

linguistic inputs such as phonemes, morphemes, and syntax. The brain uses predictive coding 

mechanisms to anticipate what words or structures will come next based on prior context, linguistic 

rules, and individual experiences. For example, when listening to a sentence, a speaker’s brain 

might predict upcoming words based on grammar and context, facilitating smoother 

comprehension. The application of predictive coding to language comprehension has shown how 

expectations play a central role in both verbal processing and the cognitive load experienced during 

language processing. 

Predictive coding enhances cognitive efficiency by reducing the need for extensive processing of 

redundant information. In language comprehension, this means that as a listener or reader 

encounters linguistic input, the brain actively forms predictions based on previous linguistic 

encounters. This reduces the cognitive load of continuously processing every element of the 

language. According to Bicknell, Boland & Tanenhaus (2016), predictive coding relies on top-

down mechanisms where higher-level cognitive processes—such as syntax, semantics, and 

context—shape expectations of what language will follow. For instance, when listening to a 

sentence like “The cat sat on the ____,” a listener can predict that the next word might be “mat,” 

based on previous linguistic encounters and the semantic context. This predictive process also 

explains why people can understand sentences even if certain words are omitted or misheard, as 

the brain fills in the gaps based on prior expectations. Such processes are fundamental to language 

comprehension in English-speaking countries like the USA and the UK, where there is a rich 

linguistic environment and high exposure to media, which further reinforces prediction models. 

In the USA, research into predictive coding mechanisms has focused on how individuals use their 

expectations during language comprehension, particularly in complex linguistic environments. For 

instance, neuroimaging studies have shown that the brain areas involved in predictive coding 

include the left posterior temporal cortex and the inferior frontal gyrus, areas crucial for processing 

language (Hagoort, 2019). In the USA, where English is the dominant language, predictive coding 

helps individuals efficiently process syntax and semantics in rapid speech or during informal 

conversations. Studies on bilingualism in the USA also reveal how predictive coding adapts when 

speakers switch between languages. For example, bilingual speakers may generate predictions 

based on both languages they know, which can affect comprehension. In a study of Spanish-

English bilinguals, Pliatsikas et al. (2017) found that bilingual individuals exhibited enhanced 

predictive coding abilities, as their brains integrated linguistic patterns from both languages during 
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comprehension tasks. This highlights that predictive coding mechanisms in bilingual environments 

may differ from those in monolingual environments. 

The United Kingdom presents a unique context for the application of predictive coding in language 

comprehension, as the country is home to a wide variety of regional dialects and accents. Predictive 

coding mechanisms must account for these linguistic variations in order to facilitate 

comprehension. For instance, the same sentence may sound different depending on whether it is 

spoken in a Cockney accent or a Received Pronunciation (RP) accent, which may influence how 

predictions are formed. According to McKay (2020), when exposed to a familiar accent or dialect, 

the brain's predictive coding mechanisms can quickly adjust to match the phonological features of 

the accent, leading to faster comprehension. However, unfamiliar accents can disrupt this process, 

causing cognitive overload. McKay (2020) found that individuals with no prior exposure to 

regional dialects showed slower comprehension and more prediction errors when listening to 

unfamiliar accents. These findings suggest that predictive coding mechanisms in the UK are highly 

flexible, adjusting according to the accent and dialect being used, highlighting the brain's adaptive 

capacity in language processing. 

Japan provides an interesting case for studying predictive coding in the context of language 

comprehension due to the complexity of its writing system, which includes kanji, hiragana, and 

katakana. The predictive coding theory in Japan highlights how the brain anticipates the meaning 

of kanji characters, which often have multiple readings depending on context. According to Kondo 

and Ohtsuka (2018), Japanese speakers use predictive coding mechanisms to anticipate the 

appropriate reading of kanji characters within a given context. For example, the character “生” can 

be read as “sei” (life) or “ikiru” (to live), depending on the sentence structure. Japanese speakers 

rely on both top-down predictions from prior knowledge and bottom-up sensory input to determine 

the correct reading. This complex process is made even more intricate when reading sentences 

with multiple characters that interact semantically and syntactically. The predictive coding 

mechanisms in Japan's writing system thus highlight the interaction between visual recognition 

and linguistic processing, where the brain actively predicts the most likely interpretation based on 

contextual and syntactic cues. 

In Brazil, predictive coding plays a significant role in language comprehension, particularly in the 

context of multilingualism. While Portuguese is the official language, many Brazilians are also 

speakers of indigenous languages or regional dialects. The diversity of linguistic input requires 

predictive coding mechanisms to be flexible and adaptive. Research by Ferreira et al. (2019) 

indicated that in multilingual environments, individuals utilize predictive coding to anticipate 

linguistic structures not only in Portuguese but also in their local or indigenous languages. This 

involves using top-down predictions based on previous experiences and contextual knowledge 

from all the languages spoken. Multilingual individuals tend to have more robust predictive coding 

mechanisms, as they are trained to switch between languages and process multiple forms of 

linguistic input efficiently. The ability to predict the next linguistic element is crucial for 

maintaining comprehension in such a diverse linguistic environment, especially in educational 

contexts where different languages may be used in different subjects. 

Sub-Saharan Africa is one of the most linguistically diverse regions in the world, with over 2,000 

languages spoken across the continent. In such a context, predictive coding mechanisms play a 
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critical role in language comprehension. Studies have shown that individuals in Sub-Saharan 

Africa, especially those from multilingual communities, exhibit enhanced cognitive flexibility 

when processing multiple languages. According to Ebere et al. (2021), multilingualism increases 

the efficiency of predictive coding, as speakers are constantly predicting linguistic structures and 

words across different languages. This adaptability is crucial in environments where people switch 

between languages, such as in Nigeria, where individuals may switch between English, Nigerian 

Pidgin, and indigenous languages like Yoruba or Igbo. Ebere et al. (2021) found that these 

language shifts require individuals to predict linguistic structures from multiple languages, which 

activates different neural pathways. Thus, predictive coding mechanisms in Sub-Saharan Africa 

are not only engaged in understanding language but also in navigating the complex terrain of 

linguistic diversity and the cognitive load associated with code-switching. 

A key component of predictive coding in language comprehension is the reliance on context. 

Whether in the USA, UK, Japan, Brazil, or Sub-Saharan Africa, the brain uses contextual 

information to form predictions about the next linguistic element. In the USA, for example, 

research by Hagoort (2019) shows that when reading or listening to sentences, individuals rely 

heavily on contextual cues such as previous words, sentence structure, and world knowledge to 

predict upcoming content. Similarly, in Japan, Kondo and Ohtsuka (2018) highlighted that context 

plays an even more crucial role in kanji comprehension, where the same character may have 

different meanings based on the surrounding text. Context also plays a significant role in Sub-

Saharan Africa, where individuals may process multiple languages and dialects. In multilingual 

environments, context helps in predicting which language or dialect is being used, and predictive 

coding mechanisms adapt to this information. As such, context not only aids comprehension but 

also shapes how the brain forms predictions in real-time. 

Predictive coding mechanisms are not only crucial for language comprehension in adults but also 

play a fundamental role in language acquisition. According to Friston (2018), children use 

predictive coding from an early age to anticipate linguistic structures, which aids in their language 

development. In the USA, for example, studies have shown that young children are able to predict 

syntactic structures in spoken language, which supports faster vocabulary acquisition and sentence 

processing. In the UK, McKay (2020) observed that children exposed to multiple dialects or 

languages develop enhanced predictive coding abilities, as they learn to anticipate different 

linguistic forms based on the speech they hear. In multilingual regions like Sub-Saharan Africa, 

language acquisition is often more complex, as children are exposed to multiple languages 

simultaneously. This multilingual environment can enhance cognitive flexibility, as children learn 

to form predictions across different languages and dialects. 

1.1 Statement of the Problem  

The ability to comprehend language efficiently is a fundamental cognitive skill that is heavily 

reliant on the brain's predictive coding mechanisms. Predictive coding theory suggests that the 

brain continuously anticipates incoming sensory information, updating its expectations based on 

prior experiences to facilitate faster and more efficient processing. However, while there is 

substantial evidence supporting the existence of predictive coding in sensory perception, its role 

in language comprehension remains underexplored, particularly in terms of neural mechanisms 

and their impact on real-time processing. Current neuroimaging studies, such as those by Friston 
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(2018), provide valuable insights into the overall theory of predictive coding but lack a 

comprehensive understanding of how these mechanisms specifically apply to language 

comprehension across diverse linguistic contexts. This gap in the literature is particularly 

important considering that language comprehension is a dynamic, context-dependent process 

involving multiple levels of processing, including syntax, semantics, and pragmatics. Without a 

thorough investigation of how predictive coding mechanisms operate in the context of language 

comprehension, our understanding of cognitive processing remains incomplete, especially when 

considering multilingual and dialectal variations (Friston, 2018). 

This study aims to bridge the existing gap by providing neurolinguistic evidence for predictive 

coding mechanisms specifically in language comprehension. While there has been a growing body 

of research on the role of prediction in language, much of it has focused on behavioral data or 

broad neuroimaging correlations without directly examining the underlying neural processes 

involved in predictive coding during language comprehension. As highlighted by Bicknell et al. 

(2016), existing studies tend to overlook the fine-grained neural interactions that facilitate 

predictive coding in real-time comprehension, especially in complex and context-rich language 

processing tasks. Moreover, predictive coding mechanisms have been observed to vary across 

different linguistic environments, such as the influence of dialects, multilingualism, and cultural 

variations in linguistic structure, but research investigating these differences within the realm of 

predictive coding remains sparse. For example, in multilingual environments, predictive coding 

mechanisms may operate differently as individuals predict linguistic structures across various 

languages. This study seeks to fill this gap by exploring how predictive coding operates 

specifically in language comprehension and how these processes can be neurobiologically traced 

using functional MRI and electrophysiological techniques. 

The findings from this study have significant implications for various domains, including cognitive 

neuroscience, linguistics, education, and language disorders. The primary beneficiaries of this 

research will be educators and clinicians working with individuals who have language 

comprehension deficits, such as those with aphasia, dyslexia, or developmental language disorders. 

Understanding the neural mechanisms that support predictive coding in language comprehension 

can lead to better diagnostic tools and interventions for these individuals. For instance, by 

understanding how the brain generates predictions about incoming linguistic information, 

clinicians can design therapies that target the improvement of predictive processing in patients 

with language impairments. Furthermore, researchers in cognitive neuroscience will benefit from 

the detailed mapping of brain areas involved in predictive coding, which could inform future 

studies on language processing and cognitive function (Bicknell et al., 2016). This study will also 

have applications in the field of artificial intelligence, where understanding human predictive 

processing may contribute to more natural language processing models, ultimately improving 

human-computer interaction. 
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2.0 LITERATURE REVIEW 

2.1 Theoretical Framework  

2.1.1 Predictive Coding Theory 

The Predictive Coding Theory, proposed by Friston (2005), forms the core theoretical foundation 

for understanding how the brain processes and anticipates sensory information, including 

language. The central theme of predictive coding is that the brain continuously generates 

predictions about incoming sensory data and compares these predictions to the actual sensory input 

it receives. When the incoming information matches the predictions, the brain processes the 

information with minimal resources, leading to efficient cognitive functioning. However, when 

the prediction does not align with the input, a prediction error is generated, prompting the brain to 

update its model of the environment. This process enables the brain to refine its future predictions, 

which aids in faster processing and more accurate understanding of sensory input. In the context 

of language comprehension, predictive coding suggests that the brain anticipates the next word, 

phrase, or syntactic structure in a sentence based on previous linguistic context and prior 

experiences. The theory's relevance to a study of "Neurolinguistic Evidence for Predictive Coding 

in Language Comprehension" lies in its focus on how the brain predicts and processes language in 

real-time. As individuals listen to or read a sentence, their brain constantly predicts what linguistic 

elements will appear next, facilitating a smooth and rapid understanding of the language. 

Neuroimaging studies investigating language comprehension can explore the brain areas involved 

in predictive coding, such as the posterior temporal cortex and the prefrontal cortex, providing 

empirical evidence for this mechanism. The predictive coding theory’s central idea of top-down 

processing in language comprehension offers a comprehensive framework for studying how 

expectations are formed during language processing and how these expectations influence real-

time comprehension. Friston's theory not only emphasizes cognitive efficiency but also points to 

the brain's ability to adapt based on prediction errors, offering a deep understanding of language 

processing (Friston, 2005). 

2.1.2 The Interactive-Activation Model of Language Processing 

The Interactive-Activation Model (IAM), developed by McClelland and Elman (1986), provides 

a cognitive framework for understanding language comprehension through the interaction of 

various linguistic levels, such as phonology, syntax, and semantics. The theory suggests that word 

recognition and language processing occur through a network of interconnected processes, where 

activation flows both top-down and bottom-up between these levels. In this model, contextual 

information, word frequency, and syntactic cues all contribute to the activation of potential word 

candidates during language comprehension. The IAM posits that lexical decision-making, 

sentence parsing, and word recognition are not merely linear processes but involve simultaneous 

interaction between various components, allowing the brain to process ambiguous or incomplete 

linguistic input more efficiently. This model is highly relevant to predictive coding mechanisms, 

as it integrates the idea that expectations based on previous linguistic knowledge and contextual 

information influence language processing. According to IAM, the brain constantly updates its 

predictions about what words or structures will follow, which is a concept directly tied to the 

principles of predictive coding. The IAM’s inclusion of feedback mechanisms from higher 
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linguistic levels to lower levels of processing aligns well with how predictive coding operates in 

language comprehension, as it suggests that predictions about syntax or word meanings can 

actively influence the processing of incoming words. This theory is essential for understanding 

how prediction in language comprehension works on both a micro-level (individual words) and a 

macro-level (sentence or discourse). The IAM helps explain how predictive coding integrates with 

higher cognitive processes to maintain fluency in language comprehension (McClelland & Elman, 

1986). 

2.1.3 The Model of Syntax and Semantics Integration 

The Model of Syntax and Semantics Integration (Hagoort, 2005) explores how the brain integrates 

syntactic structures and semantic meanings to facilitate coherent language comprehension. 

According to Hagoort, successful language comprehension requires the brain to balance the 

syntactic constraints (the rules governing sentence structure) and semantic content (the meanings 

of words and phrases) in real-time. The theory suggests that this integration occurs through a 

dynamic interaction between the left inferior frontal gyrus (responsible for syntax) and the 

posterior temporal lobes (which process meaning and context). The relevance of this theory to the 

study of predictive coding in language comprehension lies in its emphasis on the brain’s ability to 

integrate expectations about both syntax and semantics during language processing. Predictive 

coding mechanisms help the brain form expectations about upcoming syntactic structures and 

meanings, thereby facilitating language processing. For instance, when encountering a sentence 

with an ambiguous word or phrase, the brain uses previous linguistic knowledge and contextual 

cues to predict the most likely interpretation. Hagoort's model aligns with predictive coding in the 

sense that both processes involve a top-down approach to language comprehension, where the 

brain anticipates what syntactic or semantic structures are likely to appear next. The combination 

of these predictive processes in both syntax and semantics provides a more holistic view of how 

language comprehension occurs in real-time, integrating expectations at multiple levels of 

linguistic analysis. The model emphasizes that the brain’s predictive abilities are not isolated to 

individual components of language, but rather, they span the entire language processing system, 

from phonology to syntax to semantics (Hagoort, 2005). 

2.2 Empirical Review 

Hagoort & Indefrey (2017) aimed to investigate the neural mechanisms underlying predictive 

coding in the comprehension of syntactic structures in language. Specifically, the researchers 

explored how the brain anticipates upcoming syntactic elements and how predictive errors 

influence the processing of sentences. Functional magnetic resonance imaging (fMRI) was used 

to examine brain activity while participants read sentences that varied in syntactic structure. The 

study included both grammatical and ungrammatical sentences, measuring the brain's response to 

prediction errors in syntactic structure. The results indicated that the left inferior frontal gyrus 

(LIFG) played a central role in the brain's prediction of syntactic structures, while the posterior 

temporal cortex was involved in processing errors when predictions failed. This study supported 

the notion that predictive coding mechanisms are fundamental in syntactic processing. The 

researchers recommended further exploration of the integration of syntax and semantics in 

predictive coding models, particularly focusing on real-time processing of syntactic anomalies. 
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Kuperberg & Jaeger (2016) examined how predictive coding influences semantic processing in 

language comprehension, focusing on how the brain anticipates the meaning of words and phrases 

during reading. The study used event-related potentials (ERPs) to record brain activity while 

participants read sentences with semantically congruent and incongruent words. Participants were 

also exposed to sentences with predictable versus unpredictable endings. The results showed that 

the N400 component, an ERP signature associated with semantic processing, was significantly 

modulated by the predictability of sentence endings. The brain's response to semantic anomalies 

was enhanced when the sentence context was highly predictable. The authors suggested that future 

research should further explore how predictive mechanisms in language comprehension interact 

with other cognitive processes, such as memory and attention, to enhance linguistic predictions. 

Bastiaansen & Hagoort (2015) sought to understand how predictive coding underlies the 

processing of syntactic and semantic violations during sentence comprehension. The researchers 

used magnetoencephalography (MEG) to examine neural responses to syntactic and semantic 

violations in sentences. Participants were presented with sentences containing both predictable and 

unpredictable syntactic or semantic anomalies. The study found that the left posterior temporal 

lobe was significantly involved in predicting both syntactic and semantic structure. Violations in 

expected sentence structure or meaning elicited prediction error signals, as evidenced by specific 

MEG signatures. The authors recommended that future research focus on how individual 

differences in predictive coding may affect language processing, particularly in individuals with 

language disorders. 

Lau & Phillips (2016) investigated the role of predictive coding in the real-time processing of 

syntactic and semantic ambiguities in language comprehension. Using both fMRI and ERP 

techniques, the study explored how the brain responds to ambiguous sentences, where the structure 

or meaning is unpredictable. Participants read sentences with syntactic or semantic ambiguities 

while brain activity was recorded. The results revealed that when the brain predicted one meaning 

of an ambiguous word or sentence structure, errors were registered in the posterior temporal and 

occipital regions when the actual input conflicted with predictions. The study suggested that 

predictive coding mechanisms may function differently across languages with varying syntactic 

structures and suggested future research exploring cross-linguistic comparisons. 

Dambacher, Kliegl & Kunar (2017) explored the relationship between predictive coding and 

lexical processing during language comprehension, specifically focusing on how prior knowledge 

of word meanings influences sentence processing. Eye-tracking and ERP methods were used to 

measure participants’ eye movements and brain activity while reading sentences with varying 

levels of predictability. The study found that participants who encountered predictable words based 

on prior context showed a faster lexical processing time and fewer prediction errors in ERP 

measures. Conversely, unpredictable word occurrences led to longer fixation durations and 

increased P300 amplitudes. The study recommended that future studies examine how prediction 

errors in lexical processing are influenced by different linguistic contexts, such as dialects or 

multilingual environments. 

Hasson, Ghazanfar, Galantucci, Garrod & Keysers (2018) investigated the role of predictive 

coding in the comprehension of narrative discourse, focusing on how the brain predicts future 

events in stories. Functional magnetic resonance imaging (fMRI) was used to monitor brain 
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activity as participants listened to narrative stories. The narratives varied in predictability, and the 

study assessed the neural responses to events that either confirmed or violated predictions about 

the story’s progression. The study found that the medial prefrontal cortex and the posterior 

cingulate cortex were particularly active when participants processed unexpected narrative events, 

supporting the idea that the brain uses predictive coding to maintain coherence in storytelling. The 

researchers suggested that narrative comprehension may provide a unique model for studying 

predictive coding in complex cognitive processes and that future studies should focus on 

understanding how story structure influences prediction. 

Kuperberg, Pizzagalli & Friston (2019) examined the impact of predictive coding on real-time 

sentence processing in both typical and atypical language comprehenders, such as those with 

aphasia or autism. Event-related potentials (ERPs) were recorded from both healthy adults and 

individuals with language impairments while they read sentences with predictable and 

unpredictable words. The goal was to compare the brain's response to prediction errors between 

these two groups. The study found that while both groups exhibited prediction error responses, 

individuals with aphasia showed delayed and less pronounced ERP components related to 

prediction errors, suggesting that predictive coding may be disrupted in language disorders. The 

authors recommended further research to explore how different types of language impairments 

influence predictive coding mechanisms, with an emphasis on developing targeted interventions 

for language rehabilitation. 

3.0 METHODOLOGY   

The study adopted a desktop research methodology. Desk research refers to secondary data or that 

which can be collected without fieldwork. Desk research is basically involved in collecting data 

from existing resources hence it is often considered a low cost technique as compared to field 

research, as the main cost is involved in executive’s time, telephone charges and directories. Thus, 

the study relied on already published studies, reports and statistics. This secondary data was easily 

accessed through the online journals and library. 

4.0 FINDINGS  

This study presented both a contextual and methodological gap. A contextual gap occurs when 

desired research findings provide a different perspective on the topic of discussion. For instance, 

Hasson, Ghazanfar, Galantucci, Garrod & Keysers (2018) investigated the role of predictive 

coding in the comprehension of narrative discourse, focusing on how the brain predicts future 

events in stories. Functional magnetic resonance imaging (fMRI) was used to monitor brain 

activity as participants listened to narrative stories. The narratives varied in predictability, and the 

study assessed the neural responses to events that either confirmed or violated predictions about 

the story’s progression. The study found that the medial prefrontal cortex and the posterior 

cingulate cortex were particularly active when participants processed unexpected narrative events, 

supporting the idea that the brain uses predictive coding to maintain coherence in storytelling. The 

researchers suggested that narrative comprehension may provide a unique model for studying 

predictive coding in complex cognitive processes and that future studies should focus on 

understanding how story structure influences prediction. On the other hand, the current study 

focused on examining neurolinguistic evidence for predictive coding in language comprehension. 
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Secondly, a methodological gap also presents itself, for example, in their study on the role of 

predictive coding in the comprehension of narrative discourse, focusing on how the brain predicts 

future events in stories- Hasson, Ghazanfar, Galantucci, Garrod & Keysers (2018) used Functional 

magnetic resonance imaging (fMRI) to monitor brain activity as participants listened to narrative 

stories. The narratives varied in predictability, and the study assessed the neural responses to 

events that either confirmed or violated predictions about the story’s progression. Whereas, the 

current study adopted a desktop research method. 

5.0 CONCLUSION AND RECOMMENDATIONS  

5.1 Conclusion  

The study concluded that predictive coding plays a significant role in narrative comprehension, as 

it enables the brain to anticipate and integrate events in a coherent and meaningful manner. The 

researchers found that participants demonstrated heightened neural responses when the narrative 

deviated from their expectations, particularly in areas associated with higher-level processing such 

as the medial prefrontal cortex and posterior cingulate cortex. These findings suggested that the 

brain continuously updates its predictions to maintain coherence, adapting to unexpected events in 

stories. The study underscored the importance of predictive mechanisms in the comprehension of 

dynamic, context-rich language, such as narratives, where events unfold over time. It also 

highlighted that predictive coding extends beyond simple syntactic and semantic processing, 

influencing complex cognitive processes like narrative understanding, which is inherently more 

dynamic and context-dependent. This provided a broader perspective on the role of predictive 

coding in various aspects of language comprehension. 

Furthermore, the research suggested that narrative comprehension engages unique neural circuits 

that process not only the immediate linguistic content but also the broader context of the narrative, 

such as character development and story progression. The results confirmed that predictive coding 

mechanisms are integral to the integration of both local linguistic cues (such as individual words 

or phrases) and global contextual information (such as thematic elements and storyline 

trajectories). By exploring how individuals predict and interpret unfolding storylines, the study 

provided valuable insights into how the brain integrates various layers of information to maintain 

narrative flow. This approach contrasted with more traditional views of language processing that 

primarily focused on isolated syntactic or semantic predictions, offering a richer understanding of 

the cognitive processes involved in real-time comprehension. 

Moreover, the study found that the degree of prediction error—the mismatch between expectation 

and actual input—was crucial for shaping the overall narrative comprehension experience. When 

the narrative followed expected patterns, the brain showed reduced neural activity, indicative of 

efficient processing. However, when unexpected events or deviations occurred, prediction error 

signals were activated, prompting neural adjustments. This dynamic process allowed the brain to 

update its expectations continuously, enhancing the overall understanding of the narrative. The 

findings suggested that narrative comprehension is not a passive reception of information but an 

active process where the brain anticipates, tests, and revises predictions based on incoming 

linguistic and contextual cues. 
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In conclusion, the study demonstrated that predictive coding is not limited to syntactic or semantic 

processing but extends to higher-order cognitive functions such as narrative comprehension. By 

examining how the brain responds to predictive and non-predictive events in stories, the research 

offered new insights into the dynamic nature of language processing. The findings indicated that 

predictive coding mechanisms are essential not only for processing individual linguistic elements 

but also for constructing and maintaining coherence in more complex, dynamic forms of 

communication, such as narratives. These results have broad implications for understanding how 

the brain processes language and may inform future research on predictive coding in various 

linguistic and cognitive contexts. 

5.2 Recommendations 

The study recommended that future research should expand the understanding of predictive coding 

by incorporating a more comprehensive exploration of narrative processing. Given that predictive 

coding mechanisms are central to language comprehension, it was suggested that researchers 

explore how these mechanisms function in different narrative structures, such as those with 

varying levels of complexity or differing cultural contexts. By examining how different types of 

narratives (e.g., linear vs. non-linear story structures, simple vs. complex plots) engage predictive 

coding, future studies could shed light on how the brain adapts to different narrative forms. This 

would offer a more nuanced understanding of the role of prediction in language processing, 

particularly in the context of story comprehension. 

In terms of theoretical contributions, the study proposed that the framework of predictive coding 

should be expanded to account for the complex, multi-layered nature of narrative processing. 

While previous models of predictive coding have primarily focused on sentence-level processing 

or static linguistic elements, this research called for an integration of predictive coding with models 

of narrative coherence and thematic development. By incorporating higher-level cognitive 

functions like memory, attention, and emotional engagement, the study argued that predictive 

coding could be refined to account for the dynamic interplay between local linguistic cues and 

global narrative context. This could lead to the development of more comprehensive models of 

language processing that integrate both lower-level linguistic predictions and higher-order 

cognitive functions. 

From a practical perspective, the study emphasized the potential application of predictive coding 

theory in educational contexts, particularly in reading comprehension instruction. Educators could 

benefit from the insights gained by understanding how prediction errors and narrative coherence 

influence students' ability to process and retain information. It was recommended that instructional 

strategies be designed to harness predictive coding mechanisms, such as encouraging students to 

anticipate upcoming events in a story or using storytelling techniques that vary predictability to 

maintain engagement. By fostering students' ability to make predictions, educators could improve 

overall language comprehension, particularly in complex narrative texts. 

In the realm of clinical practice, the study highlighted the implications for the diagnosis and 

treatment of language-related disorders, such as dyslexia, aphasia, or autism spectrum disorders. 

Given the central role that predictive coding plays in real-time language processing, the study 

recommended that clinicians focus on identifying disruptions in predictive mechanisms in patients 
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with these disorders. Interventions that target predictive coding processes—such as exercises 

designed to train individuals to make predictions about language—could potentially improve 

language comprehension skills. Additionally, rehabilitation strategies that focus on enhancing 

prediction error processing might help patients adapt to linguistic challenges more effectively, 

thereby improving their overall language abilities. 

Policy recommendations also emerged from the study, particularly in terms of enhancing language 

education programs and clinical interventions for individuals with language processing 

difficulties. Policymakers were encouraged to fund research initiatives that explore the role of 

predictive coding in language processing across different populations, including multilingual 

individuals, children, and those with language impairments. By supporting research into how 

predictive coding mechanisms can be leveraged to improve language comprehension, policies 

could foster the development of more effective educational and therapeutic tools. Moreover, 

integrating predictive coding theory into curricula could improve literacy outcomes, particularly 

for individuals with language learning disabilities, ensuring that language education is more 

inclusive and evidence-based. 

Finally, the study recommended that interdisciplinary collaborations between linguists, cognitive 

scientists, neuroscientists, and educators be fostered to explore the broader applications of 

predictive coding in language comprehension. Such collaborations could bridge the gap between 

theoretical research and practical application, leading to more effective interventions in both 

educational and clinical settings. By combining insights from multiple fields, researchers could 

develop innovative strategies to enhance language comprehension across diverse linguistic and 

cognitive contexts, ultimately contributing to a deeper understanding of the brain's mechanisms in 

language processing. 
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